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I/O INTERFACE AND BUS ARCHITECTURE  

A system bus is a facet of computer architecture that transmits and 

shares data throughout the computer and between devices. It's the 

primary way for a computer to process information because it connects 

the main processor to all other internal hardware components of a 

computer. 

 

TYPES OF SYSTEM BUS 

Following are the three components of a bus: – 

 The address bus, a one-way pathway that allows information to pass in one 

direction only, carries information about where data is stored in memory. 

 The data bus is a two-way pathway carrying the actual data (information) 

to and from the main memory. 

 The control bus holds the control and timing signals needed to coordinate 

all of the computer’s activities. 

 

 

Functions of a computer bus 

Below are a few of the functions of a computer bus:- 

 Data sharing – All types of buses used in the network transfer data between the 

connected computer peripherals. The buses either transfer or send data in serial 

or parallel transfer methods. This allows 1, 2, 4, or even 8 bytes of data to be 

exchanged at a time. (A Byte is an 8-bit group). Buses are classified according to 

how many bits they can move simultaneously, meaning we have 8-bit, 16-bit, 32-

bit, or even 64-bit buses. 

 Addressing – A bus has address lines that suit the processors. This allows us to 

transfer data to or from different locations in the memory. 

 Power – A bus supplies the power to various connected peripherals. 

 



STRUCTURE OF SYSTEM BUS 

 
A system bus is a single computer bus that connects the major components of a 

computer system, combining the functions of a data bus to carry information, an 

address bus to determine where it should be sent or read from, and a control bus 

to determine its operation. 

 

 

System bus contains 3 categories of lines used to provide the communication 
between the CPU, memory and IO named as:  
  

1. Address lines (AL) 
2. Data lines (DL) 
3. Control lines (CL)  
 
 



1. Address Lines:  
  
 Used to carry the address to memory and IO. 
 Unidirectional. 
 Based on width of a address bus we can determine the capacity of a main 

memory 
 
2. Data Lines:  
  
 Used to carry the binary data between the CPU, memory and IO. 
 Bidirectional. 
 Based on the width of a data bus we can determine the word length of a CPU. 
 Based on the word length we can determine the performance of a CPU. 
 
 
3. Control Lines:  
  
 Used to carry the control signals and timing signals 
 Control signals indicates type of operation. 
 Timing Signals used to synchronize the memory and IO operations with a CPU 

clock. 
 

BASIC PARAMETERS IN BUS DESIGN 

Bus Width 

The width of the data has an impact on system execution. The wider the data bus, 
the higher the number of bits moved at one time. The width of the address bus has 
an impact on system capacity, that is, the wider the address bus, the higher the 
dimension of locations that can be referenced. 

Timing 

Timing defines how events are integrated on the bus. With synchronous timing, 
the circumstances of events on the bus are persistent by a clock. The figure shows 
the timing diagram for a synchronous read operation. 



 

 

 

 

 

With asynchronous timing, the circumstances of one event on a bus follows and 
are based on the circumstances of a previous event. In this example, the CPU 
places address and read signals on the bus. 

After pausing for these signals to maintain, it declares an MSYN (master sync) 
signal. It indicating the presence of valid current address and control signals. The 
memory module responds with data and an SSYN (slave sync) signal, indicating the 
response. 

 



 

 

 

 

SMALL COMPUTER SYSTEMS INTERFACE (SCSI) 

A small computer systems interface (SCSI) is a standard interface for 

connecting peripheral devices to a PC. Depending on the standard, 

generally it can connect up to 16 peripheral devices using a single bus 

including one host adapter.  

SCSI is used to increase performance, deliver faster data transfer 

transmission and provide larger expansion for devices such as CD-ROM 

drives, scanners, DVD drives and CD writers. SCSI is also frequently used 

with RAID, servers, high-performance PCs and storage area networks SCSI 



has a controller in charge of transferring data between the devices and 

the SCSI bus. 

 It is either embedded on the motherboard or a host adapter is inserted 

into an expansion slot on the motherboard. The controller also contains 

SCSI basic input/output system, which is a small chip providing the 

required software to access and control devices.  

Each device on a parallel SCSI bus must be assigned a number between 0 

and 7 on a narrow bus or 0 and 15 on a wider bus. This number is called 

an SCSI ID. Newer serial SCSI IDs such as serialattached SCSI (SAS) use an 

automatic process assigning a 7-bit number with the use of serial storage 

architecture initiators. 

SCSI WORKING PRINCIPLE 

To implement SCSI on a system, you use a SCSI adapter to interface with 

the system bus, suitable SCSI devices such as SCSI hard drives, SCSI cables 

to daisy-chain the devices, and SCSI terminators for the ends of the bus. 

Each device on a SCSI bus must have a SCSI device ID number assigned to 

it, allowing SCSI to be used for daisy-chaining a number of devices 

together on a single parallel bus. You can change SCSI IDs by using dip 

switches or jumpers, or by using configuration software. 

SCSI devices come in two basic types: 

 Single-ended devices: Use one data lead and one ground lead to establish 

single-ended signal transmission over the bus. This type of device is more 

prone to the effects of noise and is less forgiving of cable lengths beyond 

specifications.  

 Differential devices: Use two data leads, neither of which are at ground 

potential. These devices are generally more expensive but are resistant to the 

effects of noise and can often function over distances that exceed the SCSI 

specifications.  

 



Universal Serial Bus (USB) 
 

A Universal Serial Bus (USB) is a common interface that enables communication 

between devices and a host controller such as a personal computer (PC) or 

smartphone. 

 It connects peripheral devices such as digital cameras, mice, keyboards, printers, 

scanners, media devices, external hard drives and flash drives. Because of its wide 

variety of uses, including support for electrical power, the USB has replaced a 

wide range of interfaces like the parallel and serial port. 

A USB is intended to enhance plug-and-play and allow hot swapping. Plug-and-

play enables the operating system (OS) to spontaneously configure and discover a 

new peripheral device without having to restart the computer. 

 As well, hot swapping allows removal and replacement of a new peripheral 

without having to reboot. 

There are several types of USB connectors. In the past the majority of USB cables 

were one of two types, type A and type B. 

 The USB 2.0 standard is type A; it has a flat rectangle interface that inserts into a 

hub or USB host which transmits data and supplies power. A keyboard or mouse 

are common examples of a type A USB connector. 

 A type B USB connector is square with slanted exterior corners. It is connected to 

an upstream port that uses a removable cable such as a printer. The type B 

connector also transmits data and supplies power. 

 Some type B connectors do not have a data connection and are used only as a 

power connection. 

 



A Universal Serial Bus (USB) is basically a newer port that is used as a common 
interface to connect several different types of devices such as: 

 Keyboards. 
 Printers. 
 Media devices. 
 Cameras. 
 Scanners. 
 Mice. 

It is designed for easy installation, faster transfer rates, higher quality cabling 
and hot-swapping. It has conclusively replaced the bulkier and slower serial 
and parallel ports. 

One of the greatest features of the USB is hot swapping. This feature allows a 

device to be removed or replaced without the past prerequisite of rebooting and 

interrupting the system. Older ports required that a PC be restarted when adding 

or removing a new device. 

Another USB feature is the use of direct current (DC). In fact, several devices use a 

USB power line to connect to DC current and do not transfer data. Example 

devices using a USB connector only for DC current include a set of speakers, an 

audio jack and power devices like a miniature refrigerator, coffee cup warmer or 

keyboard lamp. 

USB Version 1 allowed for two speeds: 1.5 Mb/s (megabits per second) 

and 12 Mb/s, which work well for slow I/O devices. USB Version 2 allows 

up to 480 Mb/s and is backward compatible with slower USB devices. The 

first USB version 3 (USB 3.0 or SuperSpeed USB) was released in 2008, 

and allowed for a speed of 500 Mb/s. In 2013 and 2017, two new USB 

version 3 were released: USB 3.1 and USB 3.2, which allowed for 1.21 

Gb/s and 2.42 Gb/s, respectively. 

 

 

 



PARALLEL PROCESSING 

Parallel processing is a method in computing of running two or more 

processors (CPUs) to handle separate parts of an overall task. Breaking 

up different parts of a task among multiple processors will help reduce 

the amount of time to run a program. 

 

In parallel processing, we take in multiple different forms of information 

at the same time. This is especially important in vision. For example, 

when you see a bus coming towards you, you see its color, shape, depth, 

and motion all at once. If you had to assess those things one at a time, it 

would take far too long. 

 

The advantages of parallel computing are that computers can execute 

code more efficiently, which can save time and money by sorting 

through “big data” faster than ever. Parallel programming can also solve 

more complex problems, bringing more resources to the table. 

 

Notable applications for parallel processing (also known as parallel computing) 

include computational astrophysics, geoprocessing (or seismic surveying), climate 

modeling, agriculture estimates, financial risk management, video color 

correction, computational fluid dynamics, medical imaging and drug discovery. 

 

LINEAR PIPELINE 

Linear pipeline is a pipeline in which a series of processors are 

connected together in a serial manner. In linear pipeline the data flows 

from the first block to the final block of processor. The processing of data 

is done in a linear and sequential manner. 

 



A linear pipeline processor is a cascade of Processing Stages which are 

linearly connected to perform fixed function over a stream of data 

flowing from one end to the other.  Linear pipeline are static pipeline 

because they are used to perform fixed functions. 

 

 

Linear pipeline is a pipeline in which a series of processors are connected 

together in a serial manner. In linear pipeline the data flows from the first block 

to the final block of processor. The processing of data is done in a linear and 

sequential manner. The input is supplied to the first block and we get the output 

from the last block till which the processing of data is being done. The linear 

pipelines can be further be divided into synchronous and asynchronous models . 

 

MULTI PROCESSOR 

 

Multiprocessing, in computing, a mode of operation in which two or more 

processors in a computer simultaneously process two or more different 

portions of the same program (set of instructions). 

 



A multiprocessor is a computer system with two or more central 

processing units (CPUs), with each one sharing the common main 

memory as well as the peripherals. This helps in simultaneous processing 

of programs. 

 

 

 

 

There are two types of multiprocessors, one is called shared memory 

multiprocessor and another is distributed memory multiprocessor. In shared 

memory multiprocessors, all the CPUs shares the common memory but in a 

distributed memory multiprocessor, every CPU has its own private memory. 

 

 

The key objective of using a multiprocessor is to boost the system’s execution 

speed, with other objectives being fault tolerance and application matching. 

 



A good illustration of a multiprocessor is a single central tower attached to two 

computer systems. A multiprocessor is regarded as a means to improve 

computing speeds, performance and cost-effectiveness, as well as to provide 

enhanced availability and reliability. 

FLYNN’S CLASSIFICATION 

Flynn's Classification refers to a classification of parallel computer architectures. 

Parallel computers can be classified by the concurrency in processing sequences 

(streams), data, or instructions from the perspective of an assembly language 

programmer. 

M.J. Flynn proposed a classification for the organization of a computer system by 
the number of instructions and data items that are manipulated simultaneously. 

The sequence of instructions read from memory constitutes an instruction stream. 

The operations performed on the data in the processor constitute a data stream. 

Flynn's classification divides computers into four major groups that are: 
 

 

1. Single instruction stream, single data stream (SISD) 

2. Single instruction stream, multiple data stream (SIMD) 

3. Multiple instruction stream, single data stream (MISD) 

4. Multiple instruction stream, multiple data stream (MIMD) 

 

 

https://www.javatpoint.com/sisd
https://www.javatpoint.com/simd
https://www.javatpoint.com/misd
https://www.javatpoint.com/mimd


Flynn's classification divides computers into four major groups that are: 

 

 

 

1) SISD (Single Instruction Single Data Stream) 

Single instruction: Only one instruction stream is being acted or executed by CPU 
during one clock cycle. 

Single data stream: Only one data stream is used as input during one clock cycle. 

 

A SISD computing system is a uniprocessor machine that is capable of executing a 
single instruction operating on a single data stream. Most conventional 



computers have SISD architecture where all the instruction and data to be 
processed have to be stored in primary memory. 

 It has one instruction stream one data stream. 

 It does one thing at a time. 

 It has capability of manipulating one data stream at a time by executing a single 
instruction stream. 

 Most serial computers are based on SISD. 

 Instructions may get overlapped during their execution 

 Most SISD computers are pipelined. For example- IBM 370 computers. 

2) SIMD (Single Instruction Multiple Data Stream) 

A SIMD system is a multiprocessor machine, capable of executing the same 
instruction on all the CPUs but operating on the different data stream. 

 

 

 



 It has a single control unit to generate one instruction stream at a time. 

 A single control unit have multiple ALUs (Arithmetic and logic units) to work on 
multiple data streams simultaneously. 

 It has capability to execute a single instruction stream on multiple data streams. 

 Its also known as vector or array processors machine. 

 In SIMD multiple processing units are supervised by a single control unit. 

For example- ILLIAC-IV 

3) MISD (Multiple Instruction Single Data stream) 

An MISD computing is a multiprocessor machine capable of executing different 

instructions on processing elements but all of them operating on the same data set. 

 

 

 MISD computers have multiple instruction stream to execute on single data 
stream. 

 This type of system is not to build practically, it’s a theoretical approach. 

 It has multiple instruction stream, which operate on sama data stream. 

 The output of one processor become the input of next processor. 

 

 

https://easyexamnotes.com/multivector-and-simd-computers/


 

4) MIMD (Multiple Instruction Multiple Data Stream) 

A MIMD system is a multiprocessor machine that is capable of executing multiple 

instructions over multiple data streams. Each processing element has a separate 

instruction stream and data stream. 

 

 

 It has capability of performing several programs simultaneously. 

 It is similar to multiprocessor, in which multiple CPUs are operating 
independently to be a part of large system. 

 Both multiprocessor and multi computer comes under MIMD. 

 When multiple SISD works together than its called MSISD, which comes under 
category of MIMD. 

 If number of instructions are high than it’s known as tightly coupled else known 
as loosely coupled. 

For example- Cray-2 computers. 

 


